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Abstract

We describe the [IPALAMA planner that participated in the
Sparkle Planning Challenge 2019. IPALAMA, as the name
suggests, heavily builds on top of the LAMA planner, which
won the International Planning Competitions 2008 and 2011.
It is implemented in the Fast Downward planning system.
IPALAMA runs the first iteration of LAMA, but instead of
fully grounding the PDDL description of a given planning
task, it only partially grounds the task. This avoids the poten-
tially exponential blow-up of the grounding process, leading
to a significant speed-up in domains where a compact partial
grounding is enough to solve a task. However, it renders the
planning process incomplete. We fix this issue by incremen-
tally grounding more, if a previous iteration of the planner
fails, resulting in a complete overall approach.

Planner Description

In classical planning, (almost?) all planners compute a
grounded representation of a given planning task prior to
attempting to actually solve the task. Planning tasks are
typically described in the lifted Planning Domain Defini-
tion Language (PDDL) (McDermott et al. 1998), which is
very compact. To solve a task at hand, planners trans-
late the PDDL model into a grounded representation, usu-
ally either STRIPS (Fikes and Nilsson 1971) or FDR (fi-
nite domain representation) (Béckstrom and Nebel 1995;
Helmert 2006). The drawback of fully grounding the input
task is that the grounded representation can be exponentially
larger than the lifted description.

In IPALAMA, we try to address this weakness by only
partially grounding the input task (Gnad et al. 2019).! We
do so by guiding the grounding with a novelty-based heuris-
tic that gives preference to actions that achieve new ground
facts. This heuristic is based on the notion of novelty for
heuristic-search planners (Lipovetzky and Geffner 2012),
somewhat adapted to the setting of grounding. For technical
details, we refer the reader to Gnad et al. (2019). We are
running their round-robin novelty priority queue.

Our implementation builds on a version of Fast Down-
ward (Helmert 2006) (FD) from 2018. We only adapted the
translator component, which, given the PDDL input, pro-
duces an FDR representation of the task. For the search

"We remark that our approach is sound, i.e., a solution to the
partially grounded task is always a solution to the lifted input task.
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part, we stick to FD’s version of the first iteration of the
LAMA-11 planner (Richter, Westphal, and Helmert 2011).

Incrementally PArtially grounding LAMA - [IPALAMA
for short — differs from its ancestor only by how the trans-
lator builds the FDR representation. It starts by partially
grounding the task until the goal becomes relaxed reach-
able, or until at least 5000 actions have been grounded. For
the following search on the partial grounding, we allow 60s.
In case the search fails, we incrementally increase the min-
imum number of actions to be grounded by doubling the
number from the last iteration. We expect this exponen-
tial growth to lead to fewer iterations when the “goal is re-
laxed reachable” condition is not a good indicator of whether
the partial grounding is solvable. In such domains, we will
quickly get to the full grounding, basically falling back to
a standard LAMA-11. In domains where a small partial
grounding is sufficient, however, we expect IPALAMA to
perform significantly better than the original.
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