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Abstract. MoGym, is an integrated toolbox enabling the training and
verification of machine-learned decision-making agents based on formal
models, for the purpose of sound use in the real world. Given a formal rep-
resentation of a decision-making problem in the JANI format and a reach-
avoid objective, MoGym (a) enables training a decision-making agent
with respect to that objective directly on the model using reinforcement
learning (RL) techniques, and (b) it supports rigorous assessment of the
quality of the induced decision-making agent by means of deep statistical
model checking (DSMC). MoGym implements the standard interface for
training environments established by OpenAI Gym, thereby connecting
to the vast body of existing work in the RL community. In return, it
makes accessible the large set of existing JANI model checking bench-
marks to machine learning research. It thereby contributes an efficient
feedback mechanism for improving in particular reinforcement learning
algorithms. The connective part is implemented on top of Momba. For
the DSMC quality assurance of the learned decision-making agents, a
variant of the statistical model checker modes of the Modest Toolset
is leveraged, which has been extended by two new resolution strategies
for non-determinism when encountered during statistical evaluation.

Keywords: Formal Methods · Statistical Model Checking · Reinforce-
ment Learning

1 Introduction

Making optimal decisions in an uncertain environment is the crux of many prac-
tical problems. Reinforcement Learning (RL) is a popular method to compute
near-optimal policies for sequential decision-making problems [60]. In the last
years, RL algorithms that approximate optimal decision policies by training deep
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neural networks have exhibited unprecedented performance in various tasks [47].
However, the expressivity of these models makes them difficult to interpret or to
be checked for consistency for some desired properties. This is an impediment
to the use of such representations in safety-critical applications [61]. In addi-
tion, the environment of the decision-making agent executing the policy during
training is typically specified implicitly in the form of simulation code. In the
academic context, for instance the Arcade Learning Environment is widely used,
which provides game simulators for different ATARI 2006 benchmarks [6].

If one strives for a principled understanding of the power of RL algorithms
or of the properties of a specific learned agent in the (possibly uncertain) en-
vironment, a formal, mathematically precise and unambiguous description of
the training environment appears central. The formal methods community has
developed appropriate language concepts for the description of such environ-
ment models. Their advantage lies in their succinctness and modularity as well
as their underlying mathematically rigorous formal semantics based on stochas-
tic process models such as Markov Decision Processes (MDPs) [53], the main
semantic object of probabilistic model checking [40]. A widespread format to
describe MDP models of environments is the JANI format [14], providing a mod-
ular, automata-like syntax, supported by several model checkers, like Storm, the
Modest Toolset, ePMC [33,30,29], and via a translation also by PRISM [41].

This paper presents MoGym, a toolbox that bridges the gap between formal
methods and RL by enabling (a) formally specified training environments to be
used with machine-learned decision-making agents, and (b) the rigorous assess-
ment of the quality of learned agents. For (a), it implements and extends the
OpenAI Gym API [11], which is the widely used standard interface for deep rein-
forcement learning [55,26,16,35,50]. MoGym is based on Momba [39], a Python
toolbox for dealing with quantitative models from construction to analysis cen-
tered around JANI. MoGym can process JANI models for the description of a
training environment and, based on the induced formal MDP semantics, makes
it possible to train agents using popular RL algorithms.

For (b), the environment format itself is accessible to state-of-the-art model
checkers. This enables probabilistic model checking of a specific agent acting
in the environment specified by the model. This can be crucial to determin-
ing if further training improves the agent’s quality and, whenever synthesis of
the optimal agent is feasible, it allows a comparison of the agent’s behavior
to the optimal one. As such, the environment provides a stable and fully con-
trollable training and checking context to assert the safety risk induced by an
agent during and after training. More concrete, MoGym leverages deep statis-
tical model checking (DSMC) [20,21]. As shown in these works on DSMC, the
quality assessment of an agent during training is not trivial and can especially
not always be derived from the observed training returns. Hence, analyzing the
quality of the decision-making agents after training clearly is of interest [20,21],
especially for badly interpretable agent structures such as neural networks (NN).
In DSMC this is done by using the decision-making agent as an oracle resolving
the non-determinism in the MDP specifying the environment. When resolving
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Fig. 1: The architecture of MoGym and its components

the non-determinism, a Markov chain results on which the probability of sat-
isfying a given reach-avoid objective can be calculated. A prominent technique
for doing so with very low memory requirements is statistical model checking
(SMC) [5,34,44,64,67,7,32]. The satisfaction probability for the reach-avoid ob-
jective calculated using statistics based on a set of simulation runs of the resulting
Markov chain, can serve as an indicator of the quality of the decision-making
agent for solving the reach-avoid task it was originally trained on.
MoGym comprises the following components:

– Momba Gym, newly implemented on top of Momba [39]. It implements and
extends the OpenAI Gym API [11] for deep reinforcement learning. Momba
Gym can be used to load a specified formal model together with a reach-
avoid objective given by a JANI file [14] and then train a decision-making
agent on it, which interacts in the environment given by the formal model.

– The DSMC API, also newly implemented on top of Momba. It includes a
Python API to use the DSMC functionality [20,21] of the Modest Toolset
[30,13].

– DSMC implemented in the Modest Toolset. In prior work [20,21], we
implemented Deep Statistical Model Checking for specific networks and pur-
poses, only. With this work, we extend the statistical model checker modes
[13] of the Modest Toolset to be able to handle any formal MDP model
given in one of the input languages of the toolset, and any neural network
of arbitrary structure, as well as arbitrary oracles connected via a function.
With the DSMC functionality it is possible to statistically model check the
probability with which formal properties, i. e., reach-avoid objectives, are
fulfilled by the decision-making agent, respectively oracle.

Figure 1 shows how the different parts of MoGym are interconnected. First,
a decision-making agent can be trained on a formal model and a reach-avoid
property, defined in a JANI model, against the OpenAI Gym API by using
Momba Gym with different reinforcement learning techniques, which can be
implemented and defined by the user. Afterwards, the trained agent can be
verified w.r.t. reach-avoid objectives by invoking the DSMC API, which makes
use of the DSMC extension of the statistical model checker modes. Alternatively,
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the training step can be skipped, or can be done in any other way, and an
arbitrary external oracle can be checked.

We are not aware of any other work that enables a direct connection of formal
verification models and reinforcement learning that directly allows the analysis
of different RL agents for a variety of verification benchmarks.

Outline of the paper. In Sect. 2 we describe the Momba Gym Python API
and explain how MoGym is used to train agents on existing JANI MDPs. Sect. 3
presents the DSMC API of Momba, and discusses its use to assess the quality
of decision-making agents or arbitrary oracles via DSMC, together with the new
DSMC functionality of modes. In Sect. 4 we provide empirical insight into the
full functionality of MoGym. Sect. 5 concludes the paper.

A preview of the Jupyter Notebook demonstrating the code we used to ex-
ecute the experiments shown in the paper can be found online. It will later be
part of the full artifact for the tool paper.

2 Formal Models as Training Environments

At the heart of MoGym is an implementation of the OpenAI Gym API in
Momba Gym, which now enables the usage of JANI models as training environ-
ments. OpenAI Gym [11] constitutes the standard API for interfacing environ-
ments with different reinforcement learning algorithms enabling their comparison
and fostering development of new techniques. It is widely used by both, algo-
rithms that interact with the interface [55,26,16,35,50], as well as various bench-
marks that implement (and sometimes extend) the interface [63,66,62,3,18,15].
With Momba Gym, MoGym provides an extension of this API for general JANI
MDP models equipped with reach-avoid properties. JANI is a JSON-based for-
mat for exchanging formal models between tools [14]. It is the standard format in
the quantitative verification community and directly supported by state-of-the-
art tools, like Storm [33], the Modest Toolset [30], and ePMC [29]. Transla-
tions from and to other languages such as the PRISM language [41,42], Modest
[28] and even the planning language PPDDL [37,36] exist.

A JANI model is a network of interacting automata with variables. Each
automaton consists of a set of locations and a set of probabilistic edges from
a source location to possibly multiple destination locations. Edges can be la-
beled with edge labels and annotated, depending on the destination, with as-
signments to variables. The transitions of the network are then obtained by
synchronizing the automata, i. e., in every transition, potentially multiple au-
tomata participate with one edge, respectively. For our purposes, we assume
that a decision-making agent controls a single automaton in the network, i. e.,
resolves the non-determinism of this automaton. Fig. 2 exemplifies the construc-
tion of an automata network from two automata: a controlled automaton (a) and
a non-controlled automaton (b). Depending on which of the edges of automaton
(b) is taken, the probability of ending up in state b is either 1.0 (action α) or 0.2
(action β). The final composition (c) is then the product of both automata syn-
chronizing over the shared edge labels α and β. Controlling automaton (a) here

https://github.com/udsdepend/cav22-mogym-artifact/blob/main/mogym/Experiments.ipynb
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Fig. 2: Networks of interacting automata.

implies selecting which of the transitions in the final compositional does happen.
By choosing the edge labeled with α, the transition ⟨α, α⟩ in the composition
is selected and analogously for β. The choice of α in the controlled automaton
obviously is the one maximizing the probability of reaching the green state ⟨y, b⟩
in the composition (c). In fact, the state is reached with certainty. Technically,
this approach would extend to a multi-agent setting where different agents re-
solve the non-determinism in different parts of the model. We plan to provide
a multi-agent setting in future work and assume here that all non-determinism
not resolved by the controlled automaton is resolved uniformly.1

For training an agent in an environment, the OpenAI Gym API requires the
definition of an action space and an observation space. In response to receiving
observations from the observation space, the trained agent makes a decision
from the action space. To enable the usage of general JANI MDP models as
environments, an action space and observation space have to be extracted from
the model. Depending on the model, there are multiple ways to do so. Momba
Gym implements different strategies for this extraction. For the action space,
edges of the controlled automaton can be selected by index or by label. For
the observation space, (i) only global variables, (ii) global variables and local
variables of the controlled automaton, or (iii) all variables can be declared as
observable.2 Other strategies can easily be added to Momba Gym.

Whenever the agent makes a decision in response to an observation, the de-
cision is mapped to an edge of the controlled automaton and then to a transition
of the network. If present, other non-deterministic influences are resolved uni-
formly at random, as mentioned above. In this case, the user receives a warning
message so that this is taken into account when inspecting the results. After
taking the respective transition, the environment continues the trace through
the model until a state is reached where the agent can make a decision again.

Momba Gym supports reach-avoid properties of the form ϕUψ where ϕ and
ψ are propositional logic formulas over the model’s states. ϕ U ψ encodes the
property that a state satisfying ψ is reached eventually and that ϕ holds on all
states prior to reaching ψ. In a bad state, which should be avoided, ψ is not

1 That is, each of the remaining non-deterministic options is considered equiprobable.
MoGym can easily be extended with other mechanisms to resolve non-determinism.

2 For more details about those strategies see https://momba.dev/gym/.

https://momba.dev/gym/
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satisfied and (i) there are no remaining transitions or (ii) ϕ is violated. In a goal
state ψ is satisfied. To apply RL techniques, Momba Gym supports providing a
reward structure specifying the reward for reaching a goal, the (usually negative)
reward for reaching a bad state, the reward for taking a decision neither leading
to a goal nor to a bad state (usually zero), and the reward for taking a non-
applicable decision. Using the Momba Gym API integrated in Momba, one can
create a training environment from an arbitrary JANI MDP model as follows:

from momba import jani, gym
model = jani.load_model(JANI_SOURCE)
# ...
env = gym.create_generic_env(model, automaton)

In this command, automaton is the automaton the agent controls. The function
create_generic_env takes additional optional parameters specifying the strat-
egy for the extraction of the action and observation space (i. e., by index or by
label, see above) as well as the reward structure (by defining the four reward
values indicated above) and parameters of the JANI model. The resulting env
implements the OpenAI Gym API such that it can be directly used to train an
agent for the given property using arbitrary RL algorithms based on the OpenAI
Gym API. Thereby, Momba Gym makes JANI MDP models accessible to the
RL community to train and evaluate their algorithms on. The implementation
of the Momba Gym environment uses the explicit state space exploration engine
of Momba which is written in Rust. It is sufficiently performant such that it can
be used to train different agents using state-of-the-art RL algorithms.

Momba Gym extends the OpenAI Gym API with the ability to fork the
environment and query the applicable actions. The former is useful for algo-
rithms based on Monte-Carlo Tree Search (MTS) [12], known to act favorably
on prominent benchmarks, like Atari Games [24]. Further, MTS forms the basis
of DeepMind’s famous algorithms around AlphaGo and AlphaZero [57].

In addition to the general Momba Gym API, we provide exemplary code to
train an agent for an arbitrary formal model. While we ourselves implemented
deep Q-learning [47], MoGym is open to any (deep) reinforcement learning al-
gorithm. Using our implementation of deep Q-learning, enables training of a
decision-making agent for an arbitrary JANI MDP model.3 We note however
that deep RL is known to be hyperparameter sensitive [45], so intensive tweak-
ing of hyperparameters might be needed for the learning to work. In this regard
our deep Q-learning implementation is no exception.

3 Verifying Agents Using Statistical Model Checking

If given a formal model and a decision-making agent trained on it, MoGym
supports verification by deep statistical model checking. To this end, the DSMC
API of MoGym implements two functions, one for verifying arbitrary agents in
the form of Python functions and one for verifying PyTorch neural networks.
3 Details will be included in the artifact of the paper.
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Both functions rely on our DSMC extension of the statistical model checker
modes [13] of the Modest Toolset [30], which accepts both forms of decision
entities, and returns the reach-avoid probability calculated by the model checker.

Statistical model checking is based on Monte-Carlo simulation [56,65]. Using
statistics, a probability estimate is derived from a set of simulation runs, regard-
ing the satisfaction of a reach-avoid property, the error of which is bounded by a
confidence interval. This is determined by the probability of the error in the com-
putation being larger than ϵ is smaller than δ: P (error > ϵ) < δ. For SMC to be
applicable, the non-determinism of the model needs to be resolved [8,13]. In our
DSMC setting this is done by the agent and otherwise resolved uniformly, i. e.,
equiprobable across all options (see Sect. 2). The computed reach-avoid proba-
bility can serve as an indicator of the overall quality of the decisions made by the
agent [20]. The DSMC implementation in modes provides the same functionality
regarding the observation space (global and/or local variables) and action space
(select by index or label) as the Momba Gym training infrastructure described
in Sect. 2.

As mentioned above, modes can deal with two variants of decision-making
agents. An arbitrary Python function mapping observations to decisions can be
checked with the DSMC API of MoGym by executing:

gym.checker.check_oracle(oracle, model, automaton)

Here, oracle is the Python function implementing the decision-making agent.
Notably, this is not limited to trained agents in any way. Any arbitrary Python
function with an appropriate signature can be used. The other parameters are
analogous to create_generic_env. In particular, check_oracle also allows op-
tionally specifying a strategy for extracting the action and observation spaces
(see above).

While check_oracle involves executing Python code, a more efficient ap-
proach is available when the decision-making agent is a PyTorch neural network.
In this case, the network can directly be verified with check_nn:

gym.checker.check_nn(nn, model, automaton)

To this end, we assume that the network is a sequence of layers. The function
check_nn extracts these layers from the provided neural network nn and exports
them in a JSON-based format. The neural network is then loaded by modes
and used for model checking without calling back into the Python runtime.
With the help of TorchSharp [25] (a .NET library providing access to the library
that powers PyTorch) our extension of modes supports networks with arbitrary
dimensions and activation functions.

Alternatively to the DSMC API provided by MoGym, it is also possible to
invoke modes on the command line to check a NN or to connect it to an arbitrary
decision-making agent via a socket connection. The agent could be any program
taking the information of the observation space as input and sending an action
decision back.
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4 Experimental Insights

With MoGym it is now possible to train agents and assess their quality for
arbitrary JANI MDP models by evaluating them using the DSMC extension of
the statistical model checker modes. In the following, we demonstrate all parts
of the workflow when MoGym is used from training to evaluation. For our case
studies, the training was performed by using a well-established standard RL
algorithm, the deep Q-learning algorithm [47].

Benchmarks. Working with MoGym starts with devising a formal model to train
a decision-making agent on. For example, the Quantitative Verification Bench-
mark Set (QVBS) [31] contains JANI models originally collected for competitions
among quantitative verification tools. With the help of MoGym they are now
accessible for use in the learning community. For our case studies, we selected
three MDP benchmarks from the QVBS: cdrive.2, elevators and firewire_dl.
With respect to the observation spaces, we use the Momba Gym API default
setting, in which only global variables are observable.

In cdrive.2 a car drives in a city modeled using locations connected by roads
with traffic lights. The car should reach a destination without an accident [10]. In
the elevators case, a certain number of elevators is available to transport coins
to a predefined level. An elevator can fall down on a lower level [38,10]. The
firewire_dl benchmark models the leader election protocol in the Tree Identify
Protocol of the IEEE 1394 High Performance Serial Bus [59,43].

Another popular benchmark is Racetrack, which has been adopted for deci-
sion making under uncertainty in many works [2,19,4,9,46,51,52]. In Racetrack,
a vehicle needs to be driven on a discretized grid track towards a goal as fast as
possible without crashing. A preview of the Jupyter Notebook showing the code
we used for the experiments, which will later be part of the tool paper’s artifact,
is available online.

Training. We trained agents for all of the considered benchmarks by using the
calls to the Momba Gym API as introduced in Sect. 2, which can be inspected
in Sect. 2.1 and 2.2 of the Jupyter notebook.

Fig. 3 (a) and (b) shows the training progress of cdrive.2 and Racetrack,
respectively, depicted in blue. The training for cdrive.2 took around 1 min, and
for Racetrack about 22 min, on a standard laptop. In contrast to these two
benchmarks, learning for elevators and firewire_dl failed. During training, the
agent was able to reach the goal, but the NN was not able to generalize.

Verification. For cdrive.2 and Racetrack, the training return increases over the
number of training episodes and is quite stable at the end. The training return
is commonly regarded as an estimator of the training progress [48,47]. Here it
appears to indicate that the quality of the trained neural networks does neither
increase nor decrease from a certain episode on.

However, we now can use DSMC to check the actual quality of the trained
agents, i. e., we can determine how high the probability is that they indeed

https://github.com/udsdepend/cav22-mogym-artifact/blob/main/mogym/Experiments.ipynb
https://github.com/udsdepend/cav22-mogym-artifact/blob/main/mogym/Experiments.ipynb
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(a) (b)

Fig. 3: Blue: Training curve showing sliding mean of the training return, i. e., the
accumulated discounted reward over the last 500 training episodes, on the left
y-axis. Note the different scale for (a) and (b). Red: Goal reachability probability
on the right y-axis. Both are plotted over the number of training episodes on the
x-axis. (a) Shows results for cdrive.2 and (b) for Racetrack.

reach the goal in their respective environments defined by the MDP model.
We do so by making use of the DSMC API of MoGym, introduced in Sect. 3
using modes as backend. We check the goal reachability probability of the NN
policies extracted every 1000 training episodes as shown in Sect. 2.1 and 2.2 of
the Jupyter notebook.

As depicted by Fig. 3, the return during training is not as expressive as
expected. While the training return is relatively consistent for both cdrive.2 and
Racetrack, the goal reachability probability (depicted in the red points) over
training is not. In contrast, it both increases and decreases over the training
episodes. So, the training return alone turns out not to be a good indicator
for deciding which of the extracted policies actually is the best one. For cdrive.2
(Fig. 3 (a)), this can be considered as fine tuning, as most of the policies perform
near-optimal. In contrast, for Racetrack (Fig. 3 (b)), we observe a huge difference
between the policies, including near-optimal policies as well as policies with a
goal reachability probability of only about 20%. These deeper insights regarding
the neural networks’ quality are only possible by using DSMC.

Having selected the best policy for each benchmark, the analysis yields a goal
reachability probability of 86.57% for cdrive.2, where a policy acting optimally
would reach the goal with a probability of 86.45%.4 The optimal value has been
calculated with the exhaustiv probabilistic model checking engine mcsta [27] of
the Modest Toolset. The goal reachability probability of the best NN policy
4 Note that the goal reachability probability of the NN policies is estimated by sta-

tistical model checking. Thus, even though it might seem surprising at first sight,
it is of course possible that the analysis of our policy yields a slightly higher goal
reachability probability than optimally possible as long as this is within the given
confidence interval. We use P (error > ϵ) < δ, where ϵ = 0.01 and δ = 0.05, i. e., a
confidence of 95%.

https://github.com/udsdepend/cav22-mogym-artifact/blob/main/mogym/Experiments.ipynb
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of the trained agent for Racetrack is 97.30% where the optimal policy reaches
the goal with a probability of 99.99%.

5 Conclusion and Future Work

We presented MoGym, an integrated toolbox to train, analyze and verify decision-
making agents on formal models. These formal models are made available through
Momba Gym, which implements and extends the well-established OpenAI Gym
API for arbitrary reinforcement learning techniques. Using these techniques to
obtain NNs or, alternatively, some general decision-making agents, they can then
be rigorously verified with DSMC using the new extension of modes. The ap-
proach is open to all JANI MDPs and modes can in principle handle arbitrary
fully connected and even convolutional networks.

On the basis of the QVBS and Racetrack, we showed how the toolchain of
MoGym works. As presented, our formal-model-based approach enables deeper
insights for specified properties than non-formal, implicitly defined simulation-
based environments.

In the future, we want to address the problem which caused the training for
elevators and firewire_dl to fail. Given the successes of deep RL across many di-
verse environments [58,57,54,23,49,1,47], one is tempted to expect it to work well
on the considered environments [31,22], too. Still, deep reinforcement learning is
known to perform badly in domains with large action spaces [17], and we suspect
this to be the root of the problem we observe. The action structures arising in
networks of automata are of a specific kind. Rooted in process algebra, their
main role is to enable and orchestrate synchronization across automata, and
this is indeed the case for the JANI models elevators and firewire_dl. A more
meaningful construction of an action space of compositional models suitable for
learning appears needed.

Furthermore, the extension of our tool to other model types and an extension
to control all of the modeled automata, making the learning task a multi-agent
one, would clearly be of interest. Apart from that, we plan to build upon MoGym
to develop DSMC techniques further. With DSMC Evaluation Stages [21] it has
already been shown that DSMC can be applied during deep RL to determine
state space regions with weak performance to concentrate on them during the
learning process. With the help of MoGym this technique can now be done
much more integrated and there is room for further implementations into this
direction in our tool chain.
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